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Earphones are emerging as the most popular wearable devices and there has been a growing trend in bringing intelligence
to earphones. Previous efforts include adding extra sensors (e.g., accelerometer and gyroscope) or peripheral hardware to
make earphones smart. These methods are usually complex in design and also incur additional cost. In this paper, we present
Earmonitor, a low-cost system that uses the in-ear earphones to achieve sensing purposes. The basic idea behind Earmonitor is
that each person’s ear canal varies in size and shape. We therefore can extract the unique features from the ear canal-reflected
signals to depict the personalized differences in ear canal geometry. Furthermore, we discover that the signal variations
are also affected by the fine-grained physiological activities. We can therefore further detect the subtle heartbeat from the
ear canal reflections. Experiments show that Earmonitor can achieve up to 96.4% Balanced Accuracy (BAC) and low False
Acceptance Rate (FAR) for user identification on a large-scale data of 120 subjects. For heartbeat monitoring, without any
training, we propose signal processing schemes to achieve high sensing accuracy even in the most challenging scenarios
when the target is walking or running.
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1 INTRODUCTION
Earphones are one of the most popular wearables in our everyday life. To improve user experience and support
new features such as touch control, there has been a growing trend in bringing intelligence to earphones. For
example, Jabra Elite Sport [17] equips the earphones with multiple sensors to support motion tracking. Huawei
Freebuds [19] embed bone vibration sensors to enhance the quality of voice recording. Apple’s Airpods pro [1]
uses an extra inward-facing microphone to analyze noise coming from outsides so that anti-noise waveforms can
be generated to cancel the noise for better audio quality. This technology is called active noise cancellation (ANC)
and it is expected that the ANC-enabled earphones with an extra in-ear microphone embedded will account for
75% of the earphone market by 2027 [31].

In addition to the basic music play and voice communication functions, new functions can now be realized
on earphones. HeadFi [9] designed a peripheral hardware device to be connected to cheap headphones to
enable touch-based gesture control, user identification, and heartbeat monitoring on headphones. Although
the peripheral hardware design works well, connecting an extra piece of hardware is still troublesome in some
real-life scenarios. OESense [21] utilized earphones to capture the bone conduction sounds to realize three
applications, i.e., step counting, daily activity sensing and hand-to-face gesture recognition. In comparison to
previous works, we introduce Earmonitor, a low-cost earphone with a minimal hardware modification that
can achieve user identification and heartbeat monitoring. Specifically, Earmonitor utilizes acoustic signals to
characterize the fine-grained ear canal structure. Based on the fact that the size and geometry of each individual’s
ear canal are unique [23, 38], accurate user identification can be achieved. We further discovered that while the
signal reflection is able to characterize the ear canal structure, the fine-grained signal variation can be utilized to
characterize subtle physiological activities such as heartbeat. This is because heartbeats cause the blood vessel
under the skin of the ear canal to vary and the subtle change can be detected through the signal variation.
In this paper, we propose to add a very cheap microphone component (less than 10 cents) to cheap low-end

earphones ($5) to equip it with the capability of fine-grained sensing. The basic idea is that we can extract the
unique ear canal features and ear canal dynamics from acoustic signals reflected back from the ear canal and
received at the in-ear microphone. Though promising, to realize fine-grained sensing using the ear canal reflected
signals, several challenges need to be addressed:

• While the added microphone can capture the reflected signal for sensing, the direct path signal between the
speaker and the added microphone is much stronger which can severely interfere with sensing. Traditional
method uses insulation material to block the direct path signal. This method works well for communication
but it has been shown in a recent work that the leakage from the insulation material is still strong enough
to interfere with sensing [7]. This is because higher frequency causes a larger signal leakage. As ultrasound
is exploited for sensing, the leakage is more severe during the sensing process while the human voice for
communication is usually in the low-frequency range.

• Another challenge is that fine-grained sensing only works in very constrained conditions, i.e., the target
needs to be stationary. Once the human target is moving such as walking or running, fine-grained sensing
fails because the fine-grained information (e.g., heartbeat) is buried in the large-scale human movements.
We observe that even speaking can significantly degrade the sensing performance of heartbeat sensing.

• The third challenge is that the captured sensing information can be very unstable. It can be affected by
factors such as the earphone wearing position (depth and angle) and the target’s status (e.g., head motion).
Small changes may not be a big problem for tracking but can be a severe issue for applications such as user
identification in which we would like to extract unique and stable features.

To address the strong direct-path interference (first challenge), we propose to cancel this direct path interference
out. This is because although the direct-path interference is strong, the interference does not change as long as we
keep the signal strength unchanged because the relative positions of speaker and microphone are fixed. Therefore,
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we can measure this direct path interference beforehand when there is no signal reflection and later subtract it
away from the received signal containing both reflection and interference. To fully cancel this interference out,
we need to precisely align the pre-recorded interference and the received signal in time domain. We observed
that traditional correlation-based method does not work well here because it results in sample-level offset and
the residue owing to this the sample-level offset is still strong enough to severely interfere with fine-grained
sensing. We therefore adopt a phase-based method to align the two signals at a sub-sample level granularity to
fully cancel out the strong interference to make fine-grained sensing possible.
To address the severe movement interference induced by walking and running, we employ the Variational

Mode Decomposition (VMD) method to decompose the phase information into multiple frequency components.
Traditional methods assume the frequencies of targeted activity (e.g., heartbeat) and interfering activity (e.g.,
walking) are different and employ filters to remove the interference out. However, the walking frequency and
heartbeat frequency of human targets vary in a large range. Therefore, traditional methods may fail in some
real-world scenarios. In this work, we propose a novel solution to identify the interference component based
on one key observation: due to large signal variations, there are harmonics associated with the component
of walking/running. We can therefore leverage this property to identify the frequency component related to
walking/running without requiring any pre-knowledge of these activities.

To tackle the third challenge to push the proposed system one step towards real-life adoption, we propose to
utilize the Mel-frequency cepstral coefficient (MFCC) feature for sensing based on one key observation: while
other features such as transfer function can be severely affected by human motions and device wearing positions,
MFCC is more stable in the presence of strong interference. This is because transfer function feature is related to
the ear canal whose shape and size can be easily affected by human motions such as head moving or speaking. On
the other hand, the MFCC feature characterizes the vibration of eardrum, which is less affected by body motions
or earphone wearing positions. However, we want to point out that although MFCC feature is more stable, it is
not as unique as the transfer function feature. Therefore, in this work, we employ both transfer function and
MFCC features for sensing. The main contributions of this work are summarized as follows.

• We devise Earmonitor, a low-cost design to equip cheap commodity earphone with the power of sensing.
The design has a small form factor which can be integrated into existing earphones.

• Earmonitor can perform fine-grained sensing based on the subtle changes of the ear canal such as user
identification and heartbeat sensing even when the target is speaking or walking. We believe working in
the presence of interference is one important step towards real-life adoption of wireless sensing.

• Besides conducting experiments in the lab, we also conducted a clinical study with patients with atrial
fibrillation and premature beat to show the effectiveness of the proposed system. The results of the
experiment show that Earmonitor works well in real-world settings.

The rest of this paper is organized as follows. Sec. 2 introduces the literature about acoustic sensing including
user identification and physiological state sensing. Sec. 3 presents the background knowledge. Sec. 4 introduces
the system overview and signal processing. Sec. 5 and Sec. 6 present the detailed system design. Sec. 7 presents
the implementation and evaluation of our system followed by a limitation discussion section and conclusions.

2 RELATED WORK
In this section, we first discuss the literature on acoustic sensing. Then we present the related work on user
identification and physiological state sensing.
Acoustic Sensing. Acoustic signals have been applied to enable fine-grained sensing such as respiration

monitoring [40, 45] and heartbeat sensing [39, 46]. BreathListener [45] utilized the Energy SpectrumDensity (ESD)
of acoustic signals to capture breathing pattern in driving environments and eliminated motion interference by
applying the Ensemble Empirical Mode Decomposition (EEMD) scheme. Zhang et al. [46] utilized the smart speak
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to monitor the respiration and heartbeat of static human targets. As the signal utilized for sensing is reflected
from human chest, the performance is affected by body motions and even the clothes the target is wearing. In
contrast, Earmonitor obtains the heartbeat information from signal reflected from the ear canal, which is more
robust against external interference.

User Identification. Biometrics based on physiological and behavioral characteristics, such as fingerprint [32],
face [33], voice [10], touch [20] and gait [44] have been widely used for user identification. The ear canal-based
identification provides a hidden and secure user identification scheme on earphones [11–13, 42]. EarEcho [13]
utilized an in-ear microphone to extract the transfer function (frequency response) of signal reflected from ear
canal to depict ear canal geometry. EarDynamic [42] extracted the channel response of signal reflected from ear
canal that corresponded to the ear canal deformation to achieve user identification when user was speaking.
HeadFi [9] realized user identification in both static and dynamic scenes through designing a peripheral hardware
device connected to headphones. EarGate [11] utilized the uniqueness of human gait for user identification. In
contrast, Earmonitor combines the feature MFCC with double-ear transfer function to combat against interference
induced by speaking and body movements. Meanwhile, we transmit signals with a large bandwidth to increase the
diversity of ear canal features in the frequency domain for user identification. As identification is a short-period
process, we found that employing a large bandwidth signal does not degrade user experience even though the
sound is audible.
In-Ear Physiological Sensing. There is a growing trend in embedding sensors in earphones to sense

physiological information (e.g., heartbeat, blood pressure and brain wave) of human targets [5, 9, 15, 22, 27].
For example, Goverdovsky et al. [15] leveraged the in-ear EEG sensor to sense the brain wave. EBP [5] utilized
a custom hardware to measure the blood pressure from user’s ears. Pressler et al. [29] proposed an ear-canal
based respiration sensing system. They utilized the in-ear microphone to pick up the respiration sound. Park et
al. [27] utilized in-ear piezoelectric sensor to infer the heart rate. Martin et al. [22] demonstrated the feasibility of
measuring heartbeat and breathing utilizing in-ear microphone when an individual was stationary. HEARt [6]
utilized deep learning techniques to enable the heart rate monitoring in the presence of body motions (e.g.,
walking, running and speaking). In contrast, Earmonitor is based on lightweight signal processing to remove
movement interference to achieve accurate heartbeat monitoring. Earmonitor can work in the presence of strong
interference including speaking, head movement and body movement (i.e., walking and running), moving one
step towards more practical acoustic in-ear sensing.

3 BACKGROUND AND PRELIMINARY
In this section, we present the background knowledge about our system. We introduce the basic structure of
human ear and the anatomical view of the vessels around the ear, as well as the background of heartbeat.

3.1 The Structure of Human Ear
Ear is the most important part of human auditory system that receives sound waves and converts them into
neural signals that are transmitted to the brain. The ear pinna and ear canal are located in the outer ear, as shown
in Fig. 1(a). Due to the geometry complexity of ear canal [42], each person’s ear canal structure is unique. The
uniqueness lies in many aspects including length, size, and shape of the ear canal. The length of our ear canal
ranges from 2 𝑐𝑚 to 3 𝑐𝑚 while the volume of ear canal ranges from 0.7𝑚𝑙 to 1.5𝑚𝑙 [30]. The curvature and
cross-section of the ear canal are also different for different people. Therefore, it is possible to utilize acoustic
signals to depict the ear canal information to achieve user identification.
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Fig. 1. (a) The structure of the ear; (b) Anatomical view of the vessels around the ear.
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3.2 Background of Heartbeat
Heartbeat-induced blood pulse is transmitted from the aorta in the heart’s left ventricle to various tissue organs
throughout the body. There are many aorta branches, and among them the branch that flows to the head and
neck is called the common carotid artery, which is further divided into the intra-cervical artery and the external
carotid artery. The external carotid artery is sent along the way to the maxillary artery which is located near the
ear canal wall, as shown in Fig. 1(b). When the heart beats, the aorta movement drives the external carotid artery
to move and causes a pressure on the ear canal surface. It causes the deformation (e.g., expansion or compression)
of the ear canal, which caused the Ear Canal Dynamic Motion. The variance of the ear canal surface can then
be used to obtain the heartbeat information. In our work, the reflection signals bounced off the ear canal are
affected by ear canal deformation caused by heartbeats. We thus utilize the tiny variation in the reflected signals
to capture heartbeat information.

4 SYSTEM DESIGN
In this section, we first present the overview of the proposed Earmonitor system. We then introduce the signal
design of Earmonitor. Lastly, we present the method to deal with interference.

4.1 System Overview
The system framework and processing flow are shown in Fig. 2, which consists of three major components: signal
design and processing, user identification, and in-ear heartbeat sensing.
Signal Design and Processing. In the signal design and processing phase, the in-ear speaker transmits

acoustic signals to probe the ear canal. The built-in microphone captures the signal reflected from the user’s
ear canal. Then we synchronize the received signal which contains both reflection and direct path signals with
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Fig. 3. An illustration of transmitted signals in time domain and frequency domain: (a) Signal design for user identifica-
tion; (b) Signal design for heartbeat monitoring.

the pre-measured signal which only contains direct path signal by applying the proposed sub-sample level
phase-based synchronization method. We put the earphone in an open space without any reflector in front of it
to capture the direct path (speaker to microphone) signal as the pre-measured signal. After synchronization is
achieved, we can remove the direct-path signal (self-interference) to obtain clean ear canal reflection signal for
sensing.
User Identification. In the user identification phase, we extract both the transfer function and MFCC

features from the canal-reflected signals. We then feed the extracted features into the trained classifier for user
identification. The MFCC feature is less affected by body motions and therefore the proposed system can work
even when the human target is in a non-static state.
Heartbeat Sensing. In order to obtain the in-ear heartbeat information, we extract the fine-grained phase

variation induced by heartbeat. To deal with strong interference caused by large body movements such as walking,
we leverage the Variational Mode Decomposition (VMD) scheme to decompose the signal into components
of different frequencies. The key observation enabling us to differentiate the heartbeat component from other
components such aswalking is that largemovement such aswalking inducesmore than one frequency components.
Besides the base frequency component, there are harmonics whose frequencies are integer times of the base
frequency. We can then apply this property to identify the frequency component corresponding to heartbeat.

4.2 Signal Design and Processing
In this section, we introduce how to design the transmitted signals for sensing and the rationale behind the
design.

4.2.1 Signal Design for User Identification. For user identification, the transmitted signal is designed as a FMCW
chirp with frequency sweeping from 1 kHz to 21 kHz. The duration of the chirp is 0.05 s and there is a 0.15 s gap
between adjacent chirps. A pseudo-noise (PN) preamble is added at the beginning of the transmitted signals for
synchronization. Fig. 3(a) illustrates the transmitted signal in time domain and frequency domain.

The reason for such a design is twofold: on one hand, a larger bandwidth can provide richer frequency-domain
characteristics for user identification. On the other hand, a longer chirp can achieve a higher SNR. However, a
long chirp may cause the reflected signal to collide with the transmission of next chirp as the length of ear canal
is only 2-3 cm. To ensure a higher SNR and avoid the collision issue, we set the chirp period as 50 ms and include
a large gap (i.e., 150 ms) between adjacent chirps.

4.2.2 Signal Design for Sensing Heartbeat. Different from user identification based on the ear canal structure,
the heartbeat information is contained in the subtle ear canal changes and therefore it is more difficult to be

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 4, Article 182. Publication date: December 2022.



Earmonitor: In-ear Motion-resilient Acoustic Sensing using Commodity Earphones • 182:7

Ground layer
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extracted. Moreover, the heartbeat information is pulse-like with intervals in between. If we transmit chirp signal
with gaps in between as Fig. 3(a), the heartbeat information may not always be detected. So, we design the signal
for heartbeat sensing as continuous FMCW chirps with the frequency sweeping from 16 kHz to 21 kHz. The
chirp period is still set as 50 ms. Fig. 3(b) illustrates the transmitted signal in time domain and frequency domain,
respectively. The reason for such a design is as following: the reflected signals is mixed with the transmitted
signals and then passed through a low-pass filter. The mixed signal can be represented as:

𝑚(𝑡) =
𝑛∑︁
𝑖=1

𝛼𝑖𝑐𝑜𝑠 (2𝜋 (
𝐵

𝑇
𝜏𝑖𝑡 + 𝑓0𝜏𝑖 −

𝐵

2𝑇
𝜏2𝑖 )) (1)

In order to extract the tiny heartbeat information, we focus on the phase of the mixed signal, 𝜑 = 2𝜋 (𝑓0𝜏𝑖 − 𝐵
2𝑇 𝜏

2
𝑖 )

in Equation 1. As the secondary term 𝐵
2𝑇 𝜏

2
𝑖 is much smaller than 𝑓0𝜏𝑖 , we omit the secondary term and obtain

the phase value as 𝜑 = 2𝜋 𝑓0𝜏𝑖 . Considering the comfort of long-term heartbeat sensing, we choose a frequency
band that is inaudible to human ears. The heartbeat-induced ear canal variation is on the scale of sub-millimeter
level [22]. We set the starting frequency 𝑓0 = 16𝑘 Hz and the phase variation can be calculated as:

𝜑 = 2𝜋 𝑓0𝜏𝑖 =
2𝜋 ∗ 16000 ∗ 2 ∗ 0.0001

343
= 0.02𝜋 (2)

4.2.3 Self-interference Elimination. As shown in Fig. 4, as one simple microphone is added in our design, there
is direct path interference from the speaker to microphone. This interference signal is much stronger than the
ear canal reflected signal. The good news is that the relative locations of microphone and speaker are fixed
and therefore we can measure the interference beforehand and subtract away the direct path interference from
the received signal. We record the direct path signals by putting the earphone in a open space without any
reflector in front to measure the direct path signal. In practice, we found that we still encounter the challenge of
non-negligible residual interference after simple subtraction. This issue is mainly caused by the random system
delay before the acoustic signal is transmitted out. This makes the pre-recorded signal not aligned exactly with
the randomly-delayed version transmitted for sensing. The traditional correlation-based alignment method does
not work well because it still results in sample-level offset. We applied correlation-based method to align the
pre-recorded signal and the measured signal. As shown in Fig. 5, for more than 16000 trials, there exists an offset
of 0 − 4 samples. One sample offset corresponds around 7 mm distance error which is too large for fine-grained
heartbeat sensing requiring an accuracy on the scale of sub-millimeter.

To address this problem, we discover that the offsets at all signal paths are the same. As the distance between
the microphone and speaker is fixed, the propagation time of the direct path signal is a constant and therefore we
can adopt the direct path signal as a reference to calculate the random time offset for each signal reception. We
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first employ the FFT operation to identify the direct path peak which is much stronger than other reflection paths.
The location of the identified peak presents us a coarse-grained sample-level time offset (𝑡𝑖 ). We further employ
the phase information of the signal to obtain the sub-sample level time offset (𝑡𝑑 ). By adding 𝑡𝑖 and 𝑡𝑑 together,
we obtain the accurate time offset by taking the direct path as the reference for each signal reception. After
removing the time offset, the signal received can be precisely aligned with the pre-recorded direct path signal
for subtraction to obtain clean reflection signal for sensing. Fig. 6 presents the direct path interference before
and after the phase-based alignment. Fig. 6(a) plots the pre-recorded signals (with offset) and current-recorded
signals (with offset). Without a tight alignment, we can see that after the subtraction, the direct path peak is still
large in Fig. 6(b). By applying the phase-based alignment scheme, the direct path peak of the pre-recorded and
current-recorded signals are moved to the timestamp “0” (without offset) as shown in Fig. 6(c). After the signals
are precisely aligned, Fig. 6(d) shows that the direct path interference is successfully eliminated and the reflected
signals are well-preserved.

5 USER IDENTIFICATION
In this section, our goal is to extract unique and stable ear canal features which include transfer function and
MFCC features for user identification.
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5.1 Transfer Function Feature Extraction
The ear canal’s unique physical structure can be used to identify users. The frequency response of reflected
signal can depict the geometric structure of the ear canal. We define the transfer function (TF) of the ear canal’s
frequency response as:

𝐻 (𝑓 ) =
𝑃𝑦𝑥 (𝑓 )
𝑃𝑥𝑥 (𝑓 )

(3)

where 𝑃𝑦𝑥 is the cross power spectral density between the recorded and transmitted signal. 𝑃𝑥𝑥 is the self power
spectral density of the transmitted signal. We observe that when the information from both ears are exploited, a
high identification accuracy can be obtained compared to only one ear’s information is utilized. We therefore
define the double-ear transfer function as:

𝐻𝑑 (𝑓 ) =
𝐻𝑟 (𝑓 )
𝐻𝑙 (𝑓 )

(4)

with 𝐻𝑟 (𝑓 ), 𝐻𝑙 (𝑓 ) representing the transfer function of right ear canal and left ear canal, respectively.
We estimate 𝐻 (𝑓 ) using Welch’s averaged, modified periodogram [43]. We extract the TF feature with 2400

Discrete Fourier Transform (DFT) points and a 20 ms hamming sliding window (50% overlap). The result is shown
in Fig. 7(a). We can see that different subjects show obvious different TF features. In Fig. 7(b), we can also see that
the TF features for the same person are stable over time. These results demonstrate the feasibility of employing
the TF feature to depict the ear canal’s unique structure for user identification.

5.1.1 Dynamic Deformation of Ear Canal. We further discover that when a user is shaking the head, speaking or
chewing, these activities cause the ear canal to vary. The TF features of the same person when the person is static
and dynamic are inconsistent, as shown in Fig. 7(c). When people are speaking or chewing, the jaw movement
drives the temporomandibular joints to move. The joints connecting the jaw with skull are located near the ear
canal and they impact the ear canal structure. Specifically, when we open mouth or chew, the ear canal’s diameter
can be altered by up to 2.5𝑚𝑚 [28]. Therefore, the TF feature is easily affected by body motions. We conducted a
benchmark experiment to verify this. We calculate the correlation coefficient to quantity the similarity between
two TF features. We can see in Fig. 8 that when the target is static (Case A), the TF feature is stable with a
similarity coefficient close to 1. However, when the target is moving his head (Case B), speaking (Case C) and
chewing (Case D), the features extracted are quite different from that collected when the target is in static state.
The similarity coefficient decreases to 0.45 when the target is chewing. These results demonstrate that TF feature
is unique for user identification. However, the feature changes when target is moving and this can cause false
negative in user identification.

5.2 MFCC Feature Extraction
While the TF feature is unique, it is not stable when the target is in dynamic state. To enhance the robustness
of user identification, we then extract another feature, i.e., the Mel-frequency cepstral coefficient (MFCC) from
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the ear canal reflected signal. When acoustic signal is transmitted from the earphone to the ear canal, it causes
the eardrum to vibrate. The MFCC feature depicts the characteristics of the eardrum vibration, which is less
affected by body movements [35]. Fig. 9(a) shows the MFCC feature extracted from the signals reflected from one
subject’s ear canal. We calculate the MFCCs of the received signals in each sliding window with a size of 40 ms
and a overlap of 20 ms between adjacent windows. The number of filterbank channels is set to 40 and the 12
order cepstral coefficients are computed in each 40 ms window. As shown in Fig. 9(b), we can see that the MFCC
features are more robust against body motions (Case A is static, Case B is head moving, Case C is speaking and
Case D is chewing). The similarity coefficients are close to one even the subject is performing activities.
Although the MFCC features are more stable, we discover that MFCC features do not show significantly

different patterns among different subjects. As shown in Fig. 10, we first extract the MFCC from the 15 subjects,
and we use the t-SNE scheme [37] to project MFCC into a two-dimensional space. We can see that MFCC features
do not show clear different patterns among subjects. MFCC feature is not unique enough for user identification
with a large number of users and therefore we combine it with the TF feature to achieve high accuracy and
high robustness at the same time. We perform the feature fusion operation on the two features using the concat
method [36]. We then visualize the combined feature for different subjects in Fig. 11. We can see that the combined
feature can clearly separate subjects.

6 HEARTBEAT SENSING
In this section, we present how to extract information of the tiny heartbeat and estimate the inter-beat intervals
under both stationary and dynamic scenarios (i.e., speaking, walking, and running).
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6.1 Heartbeat Information Extraction in Static Scenarios
According to the analysis in the Sec 4.2.2, we know that both heartbeat and body movements can induce phase
variation of signals. When the subject is stationary, the variation in phase is mainly caused by heartbeat and
heartbeat induces periodic signal variations at a specific frequency.
To obtain the heartbeat frequency and fine-grained inter-beat interval information, we need to separate the

signal components of different frequencies. Empirical model decomposition (EMD) [18] is a signal analysis
method, which decomposes a signal into components of different frequencies. However, EMD method may
result in overlapping of components. Therefore, we employ the Variational Mode Decomposition (VMD) [8]
method to decompose the superimposed signals. This method can effectively overcome the frequency component
overlapping issue through restricting the bandwidth size of each frequency component.

There is one important parameter, i.e., the number of decomposition layer 𝑒 in the process of VMD scheme. The
value of 𝑒 is decided based on the component frequency. VMD obtains the components from high frequency to
lower frequency. When the frequency of current component layer is higher than that of the previous component
layer, the decomposition process terminates and the number of layers is determined. We repeat the process
100 times and obtain the average value as the information, i.e., intrinsic mode function (IMF) of each signal
component layer.

Based on the above VMD decomposition method, Fig. 12 demonstrates the decomposition result of the phase
information extracted from the ear canal reflected signal. We plot the three IMFs in descending order of the
frequency. It can be observed that IMF 1 is the high-frequency noise while IMF 2 is the heartbeat component.
The corresponding average heart rate is 1.57 Hz. IMF 3 is the low-frequency noise.

Note that not only the average heart rate matters, the heartbeat interval is also an important metric. We employ
an interpolation method [34] to smooth the extracted signal waveform. We compare the extracted inter-beat
intervals with the ground-truth ECG waveform collected using a dedicated ECG sensor. As shown in Fig. 13, the
inter-beat intervals are consistent with the ground-truth data collected from a medical ECG device.
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6.2 Heartbeat Information Extraction when Target is Moving
When target is not stationary (e.g., walking and running), it is much more challenging to obtain the target’s
heartbeat information. Frequency domain analysis does not work well because the target motion frequency and
heartbeat frequency can be quite similar. Moreover, as the magnitude of heartbeat signal is much weaker than
that of target motions, heartbeat signals can be buried in motion signals without being detected.

6.2.1 Motion Frequency Estimation. As shown in Fig. 14, we perform FFT operation on the motion signals. We
observe that there is a dominant peak at 1.13 Hz for walking as shown in Fig. 14(a). Meanwhile, there is also a
dominant peak at 1.48 Hz for running as shown in Fig. 14(b). The motion magnitude is much larger than that
of heartbeat, which can cause the heartbeat information not being captured. Fortunately, based on the VMD
decomposition method, we discover a key observation that large motions such as walking/running induce more
than one frequency components. Besides the base frequency component, there are harmonics whose frequencies
are integer multiple of the base frequency. We can therefore employ this property to identify those frequency
components corresponding to the large motions. As shown in Fig. 15, we plot the three IMFs in descending order
of the frequency. We can see that the frequency of IMF 1 is twice that of IMF 3. We can therefore identify these
two frequency components as walking-related and exclude them from being considered as heartbeat signal.

6.2.2 Heartbeat Information Extraction. After identifying the motion-related frequency components, we subtract
these components from the original phase data. We then apply a band-pass filter to remove those noise clearly
out of the range of heartbeat frequency (0.8 Hz-2.5 Hz) and then apply the FFT operation to the remaining signal.
The result is shown in Fig. 16 and we can see multiple peaks. This is expected because the human heart rate is
not a constant but varies slightly during a period of time such as one minute. We therefore detect all the peaks
with amplitude larger than 0.9 of the maximum peak (i.e., the peak at 1.6 Hz). We then calculate the mean of the
peaks as the average heart rate. We also observe that the frequency components (1.55 Hz, 1.6 Hz and 1.63 Hz) are
slightly lower than the VMD component (1.7 Hz). This is because the high frequency noise is removed. In this
experiment, the ground-truth heart rate is 1.6 Hz. The result shows that we can successfully extract heartbeat
information even when the target is moving.

7 EVALUATION
In this section, we conduct a series of experiments to evaluate the performance of Earmonitor. We also conduct
a clinical study with hospitalized cardiac patients to show the effectiveness of our heartbeat sensing system.
Finally, we evaluate the effect of sensing signal on user’s comfortableness and music play.
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Fig. 17. The process of making the earphone.

Table 1. Demographic summary of the participants.

Age group Number

10-20 46 (34 females, 12 males)
21-40 67 (31 females, 36 males)
41-60 5 (2 females, 3 males)
61-90 2 (2 males)

Table 2. The information of heart rate sensing about the different activities.

Environment Subject Activity Length (second) Trial

Living room 120 Sleeping 60 20
Office 120 Sitting, Speaking, Head Moving 60 20

Activity room (treadmill) 120 Walking, Running 60 20

7.1 Experiment Setup
We built our system utilizing a cheap low-end earphone ($5). The microphone chip (less than 10 cents) is attached
to the front side of the earphone’s speaker. The detail steps are illustrated in Fig. 17:
(a) We take a new earphone and remove the cover of the microphone module as shown in Fig. 17(a);
(b) We weld the two wires of the new microphone to the circuit board of the microphone module (the red wire is

connected to the positive pole and the black one is connected to the negative pole) as shown in Fig. 17(b);
(c) We utilize a heat shrink tube to package the soldered microphone wire and the original earphone wire together

as shown in Fig. 17(c);
(d) We take off the silicone earbuds that cover the earphone speaker and put the microphone on the speaker.

Then we put the silicone earbuds back to cover the speaker and the microphone as shown in Fig. 17(d).
We connect the earphone to two devices which are a MacBook Pro laptop and a Samsung Galaxy S6 smartphone

to control the signal transmissions and recordings. We connect the device and earphone via a 3.5 mm audio
interface.
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Fig. 18. Overall performance of user identification: (a) Different classification algorithms; (b) Different features and (c)
Different individuals.

7.2 Data Collection, Ground-truth and Metrics
Data Collection. We recruit a total of 120 volunteers (53 males and 67 females) aged between 10 and 83 for
experiments. The demographic summary of the participants is shown in Tab. 1. The volunteers wear our
earphones in a way they feel comfortable. They are also asked to perform different motions to see the effect of
motion on system performance. The experiments were IRB-approved by the host university.
For heart rate monitoring, we collect data for a total of six activities. These activities are sleeping, sitting,

speaking, head moving, walking and running. For each activity, we repeat the data collection process 20 times.
The length of each collection lasts for 60 seconds. We collect the activity data in three environments, i.e., a living
room, an office, and an activity room. We summarize the detailed information about the six activities in Tab. 2.
Specifically, for sleep activity, we collected data in a living room. During the process of data collection, the

participants lay on the bed with a comfortable posture and breathed naturally. For sitting, speaking, and head
moving activities, we collected data in an office environment. For sitting, the participants sat in a chair and
breathed naturally. For speaking, the participants read aloud a book without other body movements. For head
moving, the participants randomly shook their heads. Each data collection process lasts for 60 s. For walking and
running activities, we collected data in an activity room with treadmills. For walking activity, the participants
walked on the treadmill at a speed of 2 km/h for 60 s. For running activity, the participants run on the treadmill
at a speed of 4 km/h for 60 s.

Ground-truth. In our system, we utilize two devices, i.e., BIOPAC MP160 [24] and Polar H10 [16] to measure
the ground-truths. We adopt MP160 for ground-truth measurements in static scenarios and use Polar H10 for
ground-truths in dynamic scenarios.
Metrics. Besides the common metrics (i.e., Precision, F1-score, FAR and FRR), we also adopt the following

metrics to evaluate the performance of our system.
• Balanced Accuracy (BAC): 𝐵𝐴𝐶 = 𝑇𝑃𝑅+𝑇𝑁𝑅

2 , in which TPR and TNR are true positive rate and true negative
rate, respectively.

• Mean Absolute Error (MAE): the mean absolute difference between the estimated heart rate 𝐻𝐸 and the
actual heart rate 𝐻𝐴, i.e.,𝑀𝐴𝐸 = 1

𝑁

∑𝑁
𝑖=1 |𝐻𝐸 − 𝐻𝐴 |.

• Mean Percentage Error (MPE): themean percentage difference between𝐻𝐸 and𝐻𝐴, i.e.,𝑀𝑃𝐸 = 1
𝑁

∑𝑁
𝑖=1

|𝐻𝐸−𝐻𝐴 |
𝐻𝐴 .

7.3 User Identification Performance
7.3.1 Overall Performance. We first evaluate the overall performance of user identification. We consider differ-
ent machine learning algorithms for classification, including Multi-Layer Perceptron (MLP), K-Nearest Neigh-
bor (KNN), Naive Bayesian (NB), Decision Tree (DT), and Support Vector Machine (SVM). We employ 10-fold
cross-validation to split collected user data. The result is shown in Fig. 18(a). Among the 5 algorithms, MLP
achieves the best overall performance (0.7% FAR, 4.3% FRR, and 96.4% BAC). We therefore adopt MLP for the
rest of our evaluation. We then evaluate our system performance with increasing the number of subjects. The
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Fig. 19. System robustness: (a) Body motions (A: head moving, B:
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Time BAC F1-score Precision

One hour 0.984 0.984 0.983
One day 0.974 0.972 0.975

One week 0.954 0.952 0.954
One month 0.952 0.951 0.952

Table 3. Long-term user identification.
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Fig. 20. Robustness quantification.

result is shown in Fig. 18(b), as the number of subjects increased from the 10 to 120, the precision only decreases
slightly from 99.4% to 96.4%.

7.3.2 Contribution of Each Feature. We now quantify the performance gain obtained from each feature. As
shown in Fig. 18(c), the raw data without feature extraction achieves a poor performance with a precision of
42% and a F1-score of 50%. When only MFCC feature or only TF feature is employed, the achieved precision is
about 70% and 80% respectively. With the proposed scheme to combine the two features, our system can achieve
a much higher precision of 96%.

7.3.3 System Robustness. We now evaluate the system robustness in various challenging scenarios.
• Body Motion. We evaluate the system performance in the presence of different body motions: head
moving (Case A), speaking (Case B) and chewing (Case C). In Fig. 19(a), we can see that the average F1-score
and BAC values are about 98% in the presence of head moving and speaking motions. Chewing motion
has the most significant effect on the performance and the BAC value is still above 90%. We believe this is
because chewing alters the ear canal’s geometry structure [4], which severely impacts ear canal’s frequency
response.

• Earphone Wearing Position. To illustrate the impact of earphone wearing position on system perfor-
mance, we conduct experiment at four earphone wearing angles 𝜃 (0◦, 90◦, 180◦ and 270◦) and three in-ear
depth 𝑑 (Shallow, Normal and Deep). The results are shown in Fig. 19(b) and Fig. 19(c). We can see that
different wearable behaviors do have a slight effect on system performance. However, the average F1-score
and BAC are always above 90%.

• Resistance to Environmental Noise.Different environmental noise may influence the sensing signals and
thus will impact the performance of our system. We choose four environments with different sound noise
levels that are 55 dB, 63 dB, 75 dB and 84 dB, respectively. As shown in Fig. 20(a), when the environmental
noise is below 80 dB, FAR and FRR are below 3%. FAR and FRR increase dramatically when the noise sound
level is 84 dB. It is worth noting that noise above 80 dB is rare in our daily life.
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Fig. 22. The heartbeat rates of different subjects.

• Impact of Chirp Bandwidth. Fig. 20(b) shows the user identification performance under different chirp
bandwidths. We can see that when the bandwidth is relatively small (5 kHz), the precision is around 93%.
As we increase the bandwidth to 20 kHz, the precision has a noticeable increase to about 98%.

• Long-term User Identification. To evaluate the long-term stability of the system performance, we track
three volunteers over one month and conduct the data collection once a day for one month. We record the
user identification performance over time. The result is shown in Tab. 3. We can see that the performance
only slightly degrades. The BAC value decreases from 98.4% (one hour) to 95.2% over one month.

7.4 Heartbeat Monitoring Performance
7.4.1 Different Activities. We evaluate the performance of heartbeat monitoring with 120 subjects in the presence
of different activities. These activities are sleeping (Case A), sitting (Case B), speaking (Case C), head moving (Case
D), walking (Case E) and running (Case F). The results are shown in Fig. 21. We can see that the MAEs (mean
absolute errors) for sleeping, sitting, speaking, head moving, walking and running are 1.04 𝑏𝑝𝑚, 1.71 𝑏𝑝𝑚,
3.42 𝑏𝑝𝑚, 4.63 𝑏𝑝𝑚, 6.31 𝑏𝑝𝑚 and 7.28 𝑏𝑝𝑚, respectively. In summary, a much smaller MAE can be achieved for
static scenarios (Case A and B). The average heartbeat rate is within the range of 40 to 180 𝑏𝑝𝑚. We want to
point out that although the MAE for running is higher, the error rate is still quite low (around 6%) because the
heartbeat rate is much higher (i.e., a mean heart rate of 120 𝑏𝑝𝑚) during the running process. For heartbeat rate
measurement, an error lower than 10% is usually considered good and this is also the requirement adopted by a
lot of commodity devices [3].

7.4.2 Different Subjects. We now zoom in to evaluate the performance of heartbeat monitoring for each subject.
We pick 10 subjects and show the measured heartbeat rates and the ground-truths in Fig. 22. We can see that the
ground-truths vary across persons but the errors are always small.

7.4.3 Long-term Tracking. In this experiment, we monitor the heart rate of one volunteer continuously for 20
minutes under different activities (i.e., sleeping, sitting, speaking, head moving, walking and running). We set 5 s
as the window size to calculate the average heart rate under each activity and show the results in Fig. 23. We
can see that the measured heart rates are very close to the ground-truths when the target is sleeping, sitting,
speaking and moving head. When the target is walking or running, there are larger deviations but the overall
trend still matches the ground-truth well, demonstrating the effectiveness of the proposed system in the most
challenging scenarios.

7.4.4 Impact of Music Play. Listening to music is the key function of earphones. We first evaluate whether our
design affects the quality of music play through the subjects’ perceptions. We ask each subject to listen to music
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Fig. 23. Long-term tracking performance under different activities.
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with unmodified and modified earphones respectively and collect their perception about the audio quality. All
subjects report that no difference can be perceived between the two earphones.
We then evaluate if the proposed system can monitor the target’s heart rate and be used to listen to music

simultaneously. We track one volunteer’s heart rate for 20 minutes and at the same time, the volunteer is listening
to music using the same earphone. As shown in Fig. 24(a), we can see that the measured heart rates are still
very close to the ground-truths even in the presence of music playing. This is because the frequency of music is
usually below 4 kHz which is far below the frequency of sensing signal (16 kHz - 21 kHz). Therefore, a band-pass
filter can easily remove the music signal for sensing as shown in Fig. 24(b). The result demonstrates the feasibility
of using Earmonitor to measure heart rate in the presence of music play.

7.5 Clinical Study with Cardiac Patients
In this section, we attempt to assess the performance of our heartbeat monitoring system in real-world hospital
settings. We conducted a clinical study with hospitalized cardiac patients with diverse cardiac abnormalities
including coronary disease, atrial fibrillation, premature beat and other symptoms. The experiments conducted
were IRB-approved. Table. 4 shows the demographic of six cardiac patients.
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(b) Atrial fibrillation
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(c) Coronary disease

Fig. 26. Clinical study shows the heartbeat information for cardiac patients, blue and red lines represent ECG device and our
system.

Table 4. Demographic information.

ID Age Gender Diagnosis ID Age Gender Diagnosis

1 81 male coronary disease 4 59 male atrial fibrillation
2 68 male atrial fibrillation 5 58 male atrial fibrillation
3 65 female atrial fibrillation 6 46 female premature beat

Fig. 25 shows the experiment scene with the proposed system deployed in a hospital setting. The patients
were sitting or lying on the hospital bed and our earphones were worn in the patient’s ears. Fig. 26(a), Fig. 26(b)
and Fig. 26(c) show the heartbeat information of the premature beats, atrial fibrillation and coronary disease,
respectively. The mean absolute error in the R-R intervals between measured and the ground-truth ECG is 0.05 s,
0.06 s and 0.09 s, respectively. In addition, within the context of clinical practice, the normal R-R interval is 0.6 s
to 1.2 s. An R-R interval below 0.4 s or above 1.5 s is considered an abnormal R-R interval. For example, Fig. 26(a)
has a slow heartbeat with an R-R interval of 1.5 s. An error of 0.05 s corresponds to an error percentage of 3.3%.

7.6 User Experience Survey
In this section, we evaluate the effect of sensing signal on user’s comfortableness, as well as the effect of sensing
signal on music.

7.6.1 The Effect of Sensing Signal on User’s Comfortableness. We adopted a questionnaire-based method, which is
commonly used in social and health sciences [14]. We invited 120 volunteers to wear the earphone and participate
in our experiment. We asked the volunteer to rate their feeling on a scale of 1 to 5 with 1 indicating “Absolutely
not uncomfortable” and 5 indicating “Extremely uncomfortable”. The detailed scales are shown in Tab. 5.
For user identification, we send chirp signal with a bandwidth of 20 kHz (1 kHz to 21 kHz). The signal

transmission lasts for one second. The chirp length is fixed as 50 ms and 5 chirps are transmitted with 150 ms
gaps in between. For heart rate sensing, the bandwidth is 5 kHz (16 kHz to 21 kHz). Signal transmissions last for
one minute and the 50 ms chirp is transmitted continuously. The signal volume is set as 6% of the maximum
volume. The result is shown in Tab. 5. We can see that although the transmitted signals are in the audible range,
for user identification, almost 100% of volunteers report that the signals do not cause any discomfort. This is
because we use a small volume and it is a short process which lasts only for one second. For heartbeat sensing,
we can see that 9% of volunteers report absolutely not feeling uncomfortable and around 74% of volunteers report
they are basically not feeling uncomfortable. However, 13% of volunteers report they feel slightly uncomfortable
and 4% of volunteers report that they feel uncomfortable. One interesting observation is that the 4% volunteers
are in the age range of 10-12 years old. We believe this is because young people have a higher chance to hear
the near-ultrasound signals. To address this issue, we embed the sensing signal into music [25] and transmit the
combined signal for sensing. The new result is also presented in Tab. 5. We can see that when we embed the
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Table 5. Does continuous or repeated action of playing sound cause you uncomfortable?

Score (Explanation) User identification Heartbeat sensing Signal embedded with music

1 (Absolutely not) 99% 9% 100%
2 (Basically not) 1% 74% 0%

3 (Slightly) 0% 13% 0%
4 (Very much) 0% 4% 0%
5 (Extremely ) 0% 0% 0%
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Fig. 27. Objective evaluations about the effect of chirps on music: (a) different frequency chirps (A:1 kHz - 21 kHz, B: 6 kHz -
21 kHz, C: 10 kHz - 21 kHz, D: 16 kHz - 21 kHz); (b) different length chirps with the frequency from 16 kHz to 21 kHz.

Table 6. The survey about the effect of sensing signal on music quality.

Score (Explanation) User identification Heartbeat sensing

1 (Clear difference) 0% 0%
2 (Some difference) 0% 0%
3 (Slight difference) 0% 0%

4 (Basically no difference) 34% 0%
5 (No difference at all) 66% 100%

small sensing signal into music, no volunteers report uncomfortable. We believe embedding sensing signals into
music is an efficient method to improve user experience with acoustic sensing.

7.6.2 The Effect of Sensing Signal on Music. We then evaluate the effect of sensing signal on music from both
objectively and subjectively perspectives. Objective audio quality metrics such as Perceptual Evaluation of Audio
Quality (PEAQ) [26] and Perceptual Objective Listening Quality Assessment (POLQA) [2] are widely used in
evaluating the audio quality. However, these two metrics are not suitable here since they are specifically designed
for the quality evaluation of phone calls.
Based on the principles of these two metrics, we conduct an objective evaluation of the audio quality by

computing the correlation coefficient between the music with chirp signals and the original music. We vary the
chirp parameters such as the chirp frequency and chirp length, and embed the sensing chirps into music. The
results are shown in Fig. 27. We can see that correlation coefficients are always above 95%. This means the music
quality is not affected by the chirp signals.
To further understand the effect of chirps on music, we conduct a subjective evaluation and adopt the mean

opinion score (MOS) [41] as the metric to evaluate the users’ opinions on music quality change. We invited 120
volunteers to wear the earphone and participate in our experiment. We asked the volunteers to listen to a music

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 4, Article 182. Publication date: December 2022.



182:20 • Sun et al.

clip of 30 s without chirp and with embedded chirp separately. We asked the volunteers to rate their feeling
on the second clip with chirp signal embedded by taking the first clip without chirp signal embedded as the
reference. The rating is on a scale of 1 to 5 with 1 indicating “Clear difference” and 5 indicating “No difference at
all”. The detailed scales are shown in Tab. 6.
To evaluate the effect of user identification signals on music, we embed chirps in a 30 s music clip. Note that

for user identification, we only send 1 s of chirp signal. For heart rate sensing, we continuously send chirps for
30 s and the chirp length is 50 ms. The results are also shown in Tab. 6. We can see that for user identification,
the average MOS score is 4.7 with 66% of volunteers reporting “No difference at all”. This is because although the
transmitted chirps are in the audible range, the chirps only last for a small period. For heartbeat rate sensing,
although the chirps last longer, as the signal is in the frequency range above 16 kHz which is much higher than
the music frequency, it does not affect the music quality and the MOS score is 5.0.

8 LIMITATION AND DISCUSSION
We briefly discuss the limitations of our system.

• Implementation on wireless earphones. The proposed system is currently only implemented on wired
earphones. This is because wireless earphones support the use of speaker and microphone at the same
time only in the hands-free mode. However, in this mode, due to the transmission capability of Bluetooth,
the audio sampling rate is limited to 16 kHz and therefore can not support ultrasound signal transmissions.

• Finer-grained sensing. We demonstrated the feasibility of employing earphones for heart rate sensing in
this work. However, it is still challenging for the proposed system to obtain fine-grained ECG information.
We believe a potential method to obtain more fine-grained information is to effectively combine machine
learning models with signal processing techniques.

• Other vital signs.While tracking heart rate and breath rate have been demonstrated to be feasible, sensing
another important vital sign, e.g., blood pressure is still challenging.

9 CONCLUSION
In this paper, we propose Earmonitor hosted on low-cost earphones by simply adding a cheap in-ear microphone
to achieve fine-grained sensing including user identification and heartbeat monitoring. We also conducted a
clinical study with hospitalized cardiac patients to show the effectiveness of the proposed system in real-world
settings.
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